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ABSTRACT  

The monkeypox outbreak has again become a global concern due to its widespread 
spread in various countries. Information related to the disease is widely shared 
through social media, especially Twitter which is a major source of public opinion. 
However, the complexity of language and the diverse viewpoints of users often pose 
challenges in accurately analyzing sentiment. Therefore, sentiment analysis of 
tweets about monkeypox is important to understand public perception and its impact 
on the dissemination of health information. This research contributes to identifying 
the most effective word embedding-based feature extraction method for sentiment 
analysis of health issues on social media. The purpose of this study is to compare 
the performance of word embedding methods namely Word2Vec, GloVe, and 
FastText in sentiment analysis of tweets about monkeypox using the BiLSTM model. 
Data totaling 1511 tweets were collected through a crawling process using the 
Twitter. After the data is collected, manual labeling is done into three sentiment 
categories, namely positive, negative, and neutral. Furthermore, the data is 
processed through a preprocessing stage which includes data cleaning, case 
folding, tokenization, stopword removal, and stemming. The evaluation results show 
that FastText with BiLSTM produces the highest accuracy of 89.8%, followed by 
Word2Vec at 88.6%, and GloVe at 87.4%. FastText proved to be more effective in 
reducing classification errors, especially in distinguishing between negative and 
positive sentiments due to its ability to capture subword information and broader 
context. These findings suggest that the use of FastText can improve the accuracy 
of sentiment analysis, especially on health issues that develop on social media, so 
that it can support data-driven decision making by relevant parties in handling 
information dissemination. 
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1. INTRODUCTION  

The monkeypox outbreak has again become a global 
concern due to its widespread spread in various countries. 
The World Health Organization (WHO) has designated 
mpox as a global Public Health Emergency of 
International Concern (PHEIC). The disease mostly 
occurs in the Central and West African regions in wild 
rodents [1]. From January 1 to June 22, 2022, a total of 
3,413 laboratory-confirmed cases of monkeypox and one 
death were reported to WHO from 50 countries or 
territories across five WHO Regions [2]. The disease is 
caused by a virus of the genus Orthopoxvirus in the family 
Poxviridae. The virus can be transmitted from animals to 
humans, and in some cases can also be transmitted 
between humans [3]. Transmission between humans can 
occur through direct contact with an infected person, 
respiratory droplets, contaminated materials, as well as 
through sexual contact [4]. The re-emergence of this 
outbreak sparked widespread attention, both from the 
medical community and the general public who actively 

discussed this topic through social media, particularly on 
X/Twitter. 

Twitter is a popular microblogging platform where 
users can share updates, express themselves or express 
opinions through tweets [5]. This activity makes Twitter an 
important data source in analyzing public responses to 
global health issues. Understanding public sentiment 
related to disease outbreaks such as monkey pox is 
crucial for governments and policymakers in designing 
effective mitigation strategies to control the spread of the 
disease [6]. Previous research has shown that Twitter 
data is relevant for analyzing public responses to 
monkeypox outbreaks. For example, Ng et al. (2022) 
analyzed 352.182 English tweets and found that public 
discussions about mpox included concerns for safety, 
stigma against minority communities, and distrust of 
public institutions [7]. These findings indicate the 
importance of a deeper understanding of public 
perceptions through a systematic approach. Therefore, 
the application of computational methods such as 
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sentiment analysis is relevant and crucial to assess public 
opinion regarding the spread of this outbreak.  

Sentiment analysis is a branch of Natural Language 
Processing (NLP) that aims to understand and classify 
opinions or emotions in a text [8]. However, text in its raw 
form cannot be directly processed by the model. 
Therefore, a word embedding technique is required to 
convert the text into a numerical vector that can be 
understood by the model [9]. Some popular methods in 
word embedding include Word2Vec, GloVe, and FastText. 
Word2Vec builds word representations based on their 
context in the text using Continuous Bag of Words 
(CBOW) and Skip-Gram approaches [10]. GloVe learns 
word representations by factorizing the co-occurrence 
matrix, making it effective in capturing linear relationships 
between words [11]. FastText is an extension of 
Word2Vec that not only represents the whole word but 
also considers sub-words (n-grams), making it more 
effective in handling words that occur infrequently or have 
spelling variations [12]. 

Once the text is represented in vector form through 
word embedding, the data can be used as input in deep 
learning models for sentiment analysis. One method that 
is often used is Bidirectional Long Short-Term Memory 
(BiLSTM). BiLSTM is able to capture context from both 
directions in a text sequence, so as to understand the 
meaning of the text more thoroughly [13]. The study by Li 
et al. (2021) showed that the BiLSTM model with an 
attention mechanism achieved up to 96% accuracy in 
sentiment analysis of Amazon product reviews [14]. 
Another study by Rahman et al. (2024) introduced a 
RoBERTa-BiLSTM hybrid model that achieved 92.36% 
accuracy on the IMDb dataset, outperforming other 
baseline models [15]. In addition, a study by Glenn et al. 
(2023) showed that BiLSTM trained with FastText 
embedding achieved an average accuracy of 70.83% in 
emotion classification on Indonesian tweets, surpassing 
traditional models such as logistic regression and random 
forest [16]. 

Although the context of the topics studied in these 
studies is different, the results show that the choice of 
word embedding method and the use of BiLSTM models 
significantly affect the performance of sentiment analysis 
or emotion classification. However, to date, no study has 
specifically compared the three word embedding methods 
Word2Vec, FastText, and GloVe with BiLSTM in the 
context of sentiment analysis related to monkeypox. 
Therefore, this study aims to evaluate the effect of various 
Word2Vec, FastText, and GloVe feature extraction 
methods on the performance of the BiLSTM model in 
sentiment analysis related to monkeypox on Twitter and 
determine the method that provides the highest accuracy. 
The findings of this research are expected to contribute 
as follows: 1) Provide in-depth information related to 
public perceptions of monkeypox, so that it can be used 
as a reference in formulating strategic policies to deal with 
the spread of infectious diseases, 2) Become a reference 
for further studies in the field of sentiment analysis and 
Natural Language Processing (NLP), especially those 

using the BiLSTM method with various feature extraction 
techniques such as Word2Vec, FastText, and GloVe, 3) 
Provide insight into the effectiveness and accuracy of 
various word embedding methods in improving the 
performance of deep learning models for text analysis, 4) 
Provide a dataset of tweets related to monkeypox that 
have gone through manual labeling and preprocessing 
processes as a data source that can be used by other 
researchers in the development of sentiment analysis 
models and studies in the field of digital health. 

This study is structured as follows: section II presents 
the materials and methods, including dataset collection, 
data labeling, preprocessing, word embedding 
techniques, and the BiLSTM model used for sentiment 
analysis. Section III reports the evaluation results of 
BiLSTM combined with Word2Vec, GloVe, and FastText 
along with performance metrics such as accuracy, 
precision, recall, and F1-score. Section IV discusses the 
comparative performance, interpretation of results, 
limitations of the study, and comparison with previous 
research. Section V concludes the paper by summarizing 
the objectives, key findings, limitations, and future 
research directions. 

 

2. MATERIALS AND METHOD 

 

Fig. 1. Flowchart of monkeypox sentiment analysis 
research with word embedding method comparison 
using BiLSTM.
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The entire study process was conducted using a laptop 
with Intel(R) Core(TM) i5-10300H processor 
specifications and 8 GB RAM. To support the 
computational needs in training deep learning models, the 
Google Colaboratory platform was used, which provides 
a cloud-based Python environment with GPU support for 
free. This platform was chosen because of its flexibility 
and efficiency in running deep learning experiments such 
as BiLSTM on medium-scale datasets. The programming 
language used is Python with the help of various libraries 
such as scikit-learn, matplotlib, seaborn, fasttext-wheel, 
gensim, and tensorflow. By utilizing these resources, this 
study compares three word embedding-based feature 
extraction methods namely Word2Vec, FastText, and 
GloVe using BiLSTM. The research stages include 
collecting monkeypox datasets through crawling from 
Twitter, manually labeling data, preprocessing, splitting 
data, model evaluation, and comparative analysis of 
results. Fig. 1 illustrates the research flow diagram used 
in this study. 

 

A. Dataset  

The dataset used in this study is monkeypox related 
tweets obtained through a web crawling process using 
tweet-harvest, a Node.js-based tool that allows data 
extraction from Twitter search pages without using the 
official API. The crawling process was performed by 
filtering Indonesian tweets using the keywords “monkey 
pox OR mpox lang:id”, with the search mode set on the 
“LATEST” tab to obtain the latest tweets chronologically. 
The number of tweets targeted in data retrieval is around 
1500, and the crawling results are saved in CSV format 
using the -o parameter “mpox.csv” for further processing. 
The authentication process is done using Twitter guest 
token, which is temporary but sufficient to access public 
data through tweet-harvest. The final dataset obtained 
consists of 1511 tweets and includes 15 attributes: 
conversation_id_str, created_at, favorite_count, tweet, 
id_str, image_url, in_reply_to_screen_name, lang, 
location, quote_count, reply_count, retweet_count, 
tweet_url, user_id_str, and username. Information about 
the data retrieval parameters is shown in Table 1 below: 

 

 

Table 1. Data collection parameters of tweets about 
monkeypox on twitter platform. 

Parameters Value 

Keywords cacar monyet OR mpox 
lang:id 

Target number of tweets 1500 

Search tab LATEST 

Tool tweet-harvest versi 2.6.1 

Token Twitter Guest Token 

 

B. Data Labeling 

After the data collection process is complete, the next step 
is to manually label the tweets based on the sentiment 
contained in them. The data labeling process is divided 
into three main categories: positive, negative, and neutral. 
These three categories are common classifications used 
in sentiment analysis, as applied in various previous 
studies such as in the research of Afuan and Hidayat 
(2024), Villavicencio et al. (2021), and Acosta et al. (2021) 
[17][18][19]. Positive labels were assigned to tweets that 
contained sentiments of support, encouragement, or 
positive narratives towards prevention, treatment, or 
optimistic attitudes. Conversely, a negative category is 
given if the tweet contains expressions of fear, anxiety, 
complaints, or words with negative connotations. The 
neutral category is given to tweets that only convey factual 
information or news without clear emotional expression 
[20]. These criteria were developed by referring to 
emotion and opinion-based sentiment classification 
approaches in social media that have been widely used in 
previous literature. 

The labeling process was done by the researchers 
themselves manually. To maintain consistency and 
reduce subjective bias, researchers first compiled labeling 
guidelines in the form of definitions and examples for each 
sentiment category. This guide was used as a reference 
during the labeling process. In addition, researchers also 
rechecked a random portion of the data after the initial 
process was complete, to ensure the consistency of 
classification between labels. Examples of tweet data 
labeling results can be seen in Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. The study dataset that has been labeled on each tweet data. 

No 
conversation_ 

id_str 

created_ 

at 

favorite_ 

count 
tweet ... label 

1 1.84E+18 Mon Sep 
16 09:18:07 
+0000 2024 

0 Warga Diimbau Kenali Gejala Cacar 
Monyet &amp; Penularannya 
https://t.co/8iE7K8hJHd 

... positive 

2 1.84E+18 Mon Sep 
16 03:48:37 
+0000 2024 

0 Menkes: Perlindungan dari vaksin cacar 
efektif dan tidak perlu khawatir soal 
Mpox. #Cegah Mpox 
#TakPerluKhawatirMpox 
https://t.co/xBwhGij5wh 

... positive 

… … … … … … … 
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The distribution of the number of tweets per sentiment 

category is shown in Fig. 2. 

 

Fig 2. Distribution of tweet data based on positive, 
negative, and neutral sentiment labels. 
 

C. Preprocessing 

Preprocessing is an important stage in sentiment analysis 
because it has a major effect on the accuracy and 
performance of the resulting model [17]. In addition, 
preprocessing also serves as the first step to normalize 
the data by removing irrelevant words in the sentiment 
analysis process [21]. Preprocessing stages in each study 
may vary depending on the characteristics of the data and 
the purpose of the analysis. The preprocessing stages 
carried out in this study include: 

1) Data Cleaning 

The data cleaning stage aims to remove irrelevant 
elements in the dataset, thus improving the quality of the 
data before it is used in sentiment analysis [22]. In this 
study, the data cleaning process includes several 
important steps, namely the removal of unnecessary 
columns or attributes such as conversation_id_str, 
created_at, favorite_count, id_str, image_url, 
in_reply_to_screen_name, lang, location, quote_count, 
reply_count, retweet_count, tweet_url, user_id_str, and 
username. At this stage, only the attributes “tweet” and 
“label” are retained. In addition, data that has empty 
values (NaN) and duplicate data are also removed. 
Further cleaning is done on the text content by removing 

URLs, usernames, mentions, as well as other special 
characters that are not relevant in sentiment analysis [23]. 
This step is important as clean data can help reduce noise 
and improve the accuracy of the classification model. 
After the entire cleaning process was completed, the 
amount of tweet data was reduced to 1510. 

2) Case Folding 

Case folding is the process of converting all letters in a 
text into uniform lowercase or uppercase [24]. This action 
is simple but important in avoiding duplication of tokens 
that should be the same, such as the words “Monkeypox” 
and “monkeypox”. In this research, all text will be 
uniformed to lowercase form. 

3) Tokenization 

Tokenization is the process of breaking a sentence into 
separate words, so that each word can be analyzed 
individually [21][25]. This step is crucial in forming a vector 
representation of the text. The choice of tokenization 
technique affects how the model understands the word 
context. For example, space-based tokenization is unable 
to capture certain idioms or phrases. Therefore, accurate 
tokenization can improve the understanding of context by 
the model, although it sometimes requires customization 
for informal language commonly used in social media. 

4) Stopword Removal 

Stopword removal is the process of removing common 
words such as “and”, “the”, or “is” that often appear in 
large amounts of text and are considered to have no 
important meaning in text analysis [26]. Although 
stopwords do not carry a strong sentiment meaning, the 
removal of these words can affect the context in the 
sentence. Therefore, the selection of stopwords that are 
appropriate to the health domain is important to ensure 
that relevant information is retained. 

5) Stemming 

The stemming process is a step to find the basic form of 
words that contain affixes, by removing prefixes, inserts, 
suffixes, or combinations of prefixes and suffixes [21]. The 
purpose of stemming is to simplify various forms of words 
that have similar meanings into one basic form. For 
example, the words “penularan” and “menular” will be 
reduced to “tular”. This is beneficial for reducing sparsity 
in data representation. However, overly aggressive 
stemming can inaccurately change the meaning of words 
or produce unnatural base forms, especially in the context 
of Indonesian. Therefore, the application of stemming 
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Frequency of Distribution of Tweets

No 
conversation_ 

id_str 

created_ 

at 

favorite_ 

count 
tweet ... label 

1510 1.83E+18 Thu Aug 22 
07:22:58 
+0000 2024 

0 @lgabyt Capekk banget woyhy Agustus 
nih Belum lagi cacar monyet 
https://t.co/W01MIQhriX 

... negative 

1511 1.83E+18 Thu Aug 22 
07:16:26 
+0000 2024 

0 MPOX atau cacar monyet merupakan 
penyakit yang masih menjadi perhatian 
di Indonesia terutama setelah 
merebaknya wabah global pada tahun 
2022. https://t.co/GcDjINpjfu 

... neutral 
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needs to be tailored to an algorithm that supports the 
characteristics of the target language. 

Overall, each preprocessing step makes an important 
contribution in shaping data that is better prepared to be 
analyzed by the model. However, the selection and 
application of each step must be adjusted to retain the 
semantic meaning relevant to the sentiment. The output 
generated from preprocessing can be seen in Table 3. 

 

Table 3. Example of preprocessing results from one 
of the tweets. 

Preprocessing Result 

Basic Sentence Waspada Penularan 
Penyakit Cacar Monyet di 
Singkawang #BNetwork 
https://t.co/rFD9UUn7tU 

Data Cleaning Waspada Penularan 
Penyakit Cacar Monyet di 
Singkawang   

Case Folding waspada penularan 
penyakit cacar monyet di 
singkawang   

Tokenization ['waspada', 'penularan', 
'penyakit', 'cacar', 
'monyet', 'di', 
'singkawang'] 

Stopword Removal ['waspada', 'penularan', 
'penyakit', 'cacar', 
'monyet', 'singkawang'] 

Stemming ['waspada', 'tular', 'sakit', 
'cacar', 'monyet', 
'singkawang'] 

 

D. Split Data 

Split data is the process of dividing data into training and 
testing data [27]. The training data is used to train the 
algorithm in building the model, while the testing data is 
used to assess the performance of the model and 
measure the extent to which the model is able to classify 
the data correctly [28]. The division of the amount of 
training data and testing data is a factor that affects 
accuracy [29]. Therefore, errors in determining the 
composition of the two types of data can affect the 
accuracy value obtained. In this study, the division is done 
with a proportion of 80% (1208 data) for training data and 
20% (302 data) for testing data. 

 

E. Word Embedding 

Word embedding is one of the basic techniques in natural 
language processing (NLP) that serves to preserve the 
semantic meaning of words. This technique converts 
words into numerical vectors, where words that have 
meaning relationships will be close to each other in a 
multidimensional space [30]. In 2013, Tomas Mikolov and 
his colleagues introduced the Word2Vec algorithm, a 

word embedding technique capable of representing each 
word in the form of a vector with semantic meaning. 
Word2Vec has two main architectures, namely 
Continuous Bag-of-Words (CBOW) and Skip-Gram. 
Later, Pennington and his colleagues from Stanford 
developed another word embedding model called GloVe 
(Global Vectors). GloVe combines a global matrix 
factorization approach with local context information. 
Furthermore, Bojanowski and his colleagues extended 
the Word2Vec approach by developing FastText. FastText 
is a word embedding model, where each word is 
represented through an n-gram character [10]. Along with 
the increasing popularity of word embedding in the field of 
Natural Language Processing (NLP), there is a motivation 
to compare the performance of various existing word 
embedding models. In this study, the word embedding 
methods used are Word2Vec, GloVe, and FastText, each 
of which uses a vector size of 100 to represent words in 
the form of numeric vectors. The selection of these three 
methods is based on their ability to capture various 
aspects of word meaning and context that are highly 
relevant for our sentiment analysis. 

1) Word2Vec 

In 2013, Mikolov and his colleagues introduced Word2Vec 
which is a simple artificial neural network-based model 
with one hidden layer. The model receives input in the 
form of chunks of text from the training corpus, which are 
obtained through a sliding window mechanism. In each 
window, a single word is selected as the target word, while 
the surrounding words are considered as context [12]. 
Word2Vec consists of two main training approaches, 
namely the CBOW (Continuous Bag-of-Words) model and 
the Skip-gram model, both of which are built using a 
shallow neural network consisting of an input layer, a 
hidden layer, and an output layer [31]. An illustration of 
both models is shown in Fig. 3 [30]. 

 

Fig. 3. Architecture of the Continuous Bag of Words 
(CBOW) model and the Skip-Gram model. 

 

CBOW and skip-gram models utilize the weights of the 
hidden layer obtained during the training process to 
represent words in vector form. Although the goal of both 
is to form a word representation, the training method is 
different. The CBOW model works by predicting the target 
word based on the surrounding words (context), using 
multiple words as input to estimate the center word. This 
approach is suitable for small-sized data and has a fast 
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training time as it utilizes word distribution information 
from the context. In contrast, the Skip-gram model works 
by predicting context words based on a single input word 
(the middle word). Although Skip-gram training tends to 
be slower, it is more effective in handling large datasets 
and infrequently occurring words or phrases [31]. 

To better understand how Word2Vec works in building 
a word vector representation, Algorithm 1 presents the 
pseudocode of Word2Vec [32]. 

 

Algorithm 1. Pseudocode of the Word2Vec algorithm 
for generating  vector representations. 

Word2Vec 

Input: d: dataset 

Output: Matrix W(256, 50) consisting of one-hot encoded 
vectors representing each possible byte value (0–255) 

1: Initialize a list f to store tuples of the form 
(byte_value, frequency) 

2: for i := 0 to 255 do 

3: freq ← 0 

4: for each item j in the dataset d 

5: freq ← freq + frequencyOfOccurence(i, j) 

6: end for 

7: append the tuple (i, freq) to the list f 

8: end for 

9: f ← organize f by sorting it by frequency value 

10: W ← word2vec(f, 50) 

11: return W 

2) GloVe 

GloVe (Global Vectors) is an algorithm developed by 
Pennington and colleagues in 2014 as an unsupervised 
learning method that aims to generate word 
representations in vector form. The approach begins by 
building a co-occurrence matrix that records the 
frequency of co-occurrence between words in the entire 
corpus.  

 

Fig. 4. GloVe model architecture for capturing global 
word co-occurrence statistics. 

 

GloVe combines local and global context information of 
word occurrences to capture semantic relationships 
between words more accurately. Furthermore, it 
constructs an objective function that approximates the 
logarithm of the co-occurrence probability, utilizing the 
probability ratio to represent the relationship between 
words more efficiently [30]. Fig. 4 shows the architecture 
of the GloVe model [33]. Algorithm 2 presents the 
pseudocode of GloVe [34]. 

 

Algorithm 2. Pseudocode of the GloVe algorithm for 
generating word vectors based on word co-
occurrence statistics. 

GloVe 

Input: Corpus D, sliding window size ws 

Output: word vector vs 

Begin 

1: For each word cᵢ in corpus D:  

2: let cᵢ be the centre, ws be the radius, Dᵢ is the 
co-occurrence word set  

3: for Dᵢ in D:  

4: fi = count(cᵢ) + 1, where fj is the word frequency of 
cᵢ  

5: update the co-occurrence matrix X using cᵢ and 
fᵢ  

6: For i in X:  

7: train the GloVe model using equation  

𝐽 =  ∑𝑓(𝑋𝑖𝑗)(𝑣𝑖
𝑇𝑣𝑗 + 𝑏𝑖 + 𝑏𝑗 − log(𝑋𝑖𝑗))

2

𝑁

𝑖,𝑗

 

8: update the parameters of the objective function  

9: word vector vs is obtained until the model 
converges  

10: Return vs 

End 

 
3) FastText 

FastText is an extension of Word2Vec developed by 
Facebook AI Research in 2016 [12]. FastText provides a 
vector representation for each n-gram, and a word is 
represented as the sum of these n-gram vectors. This 
approach is particularly useful for languages with complex 
morphological structures, where a word can have many 
different forms. In its training process, FastText uses 
CBOW or Skip-gram models, and applies techniques 
such as negative sampling or hierarchical softmax to 
reduce computational load and handle large vocabularies 
efficiently [30]. Fig. 5 illustrates how FastText works using 
the Skip-Gram architecture [17]. 
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Fig. 5. Illustrates how FastText works using the Skip-
Gram architecture. 

 

The symbols ‘<’ and ‘>’ are used to mark the beginning 
and end of a word [35]. FastText is able to recognize and 
generate vector representations for words that have never 
appeared in the training data, thus increasing its flexibility 
and effectiveness in various natural language processing 
applications [30]. Algorithm 3 shows the steps performed 
in the FastText method [35]. 

 

Algorithm 3. Steps of the FastText algorithm 
illustrating subword-based word embedding using 
the Gensim library. 

FastText 

Start 

1: Using fastText from the Gensim library 

2: Input the Content column in FastText 

3: Set iteration parameters, windows, and 
dimensions 

4: Running fastText 

End 

 

 

Fig. 6. Model architecture of Bidirectional Long Short-
Term Memory (BiLSTM). 

 

F. Bidirectional Long Short-Term Memory 

BiLSTM (Bidirectional Long Short-Term Memory) is a 
variant of LSTM network designed to process data in two 
directions, namely forward and backward. With this 
capability, BiLSTM is very effective in capturing long-term 
dependencies in a sequence, as it considers the context 
from both directions. This bidirectional approach is very 
beneficial in understanding the context thoroughly, 

especially in tasks such as sequential recommendation 
systems that require understanding the order of user 
preferences [36]. The architecture of BiLSTM can be seen 
in Fig. 6 [37]. 

In the BiLSTM architecture, the process in the forward 

LSTM (ℎ𝑓
⃗⃗⃗⃗ ) that processes the sequence of features from 

𝐿𝐶1 to 𝐿𝐶300 is expressed as Eq. (1) [38]. 

ℎ𝑓  ⃗⃗⃗⃗  ⃗ =  𝐿𝑆𝑇𝑀⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝐿𝑐𝑛), 𝑛 ∈ [1, 300]  (1) 

while the process on the backward LSTM (ℎ𝑏
⃖⃗ ⃗⃗⃗) that 

processes the sequence from 𝐿𝐶300 to 𝐿𝐶1 is expressed as 

Eq. (2). 

 ℎ𝑏
⃖⃗ ⃗⃗⃗ = 𝐿𝑆𝑇𝑀⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ (𝐿𝑐𝑛), 𝑛 ∈ [300, 1]  (2)  

The final output of BiLSTM is the combined result of 

forward and backward which is expressed as Eq. (3). 

 ℎ𝑛 = [ℎ𝑓
⃗⃗⃗⃗ , ℎ𝑏

⃖⃗ ⃗⃗⃗]   (3) 

In this study, the BiLSTM model was built using the 
TensorFlow-Hard framework. The model architecture is 
designed to classify sentiments in three categories, 
namely positive, negative, and neutral. The model 
configuration consists of several layers designed 
sequentially with the following details: 

1) The embedding layer uses pre-trained word 
embedding from the feature extraction method 
(Word2Vec, GloVe, or FastText) with dimensions 
according to the vector representation of each 
method. This layer is non-trainable so the weights are 
not updated during training. 

2) SpatialDropout1D is applied after the embedding 
layer with a dropout rate of 20% to prevent overfitting 
by removing features spatially. 

3) Bidirectional LSTM Layer consists of one bidirectional 
LSTM layer, each with 100 units. The dropout and 
recurrent dropout are each set at 0.2 to reduce 
overfitting on both the input and recurrent 
connections. 

4) The dense output layer consists of three neurons with 
softmax activation function, which corresponds to the 
number of sentiment classes. 

5) The model was compiled using the 
sparse_categorical_crossentropy loss function since 
the labels were encoded as integers, as well as using 
the Adam optimizer with default parameters. 

The configuration of each layer is shown in Table 4. 

 

G. Evaluation 

Model evaluation is the process of knowing the 
performance of the model in understanding the extent to 
which the model can produce the expected predictions, 
as well as to determine whether the model works well or 
vice versa. In this study, the method used to measure 
model performance is confusion matrix. Confusion matrix 
is a table used to represent the amount of test data that is 
classified correctly or incorrectly, thus helping to evaluate 
the accuracy of a classification system [17]. By using 
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confusion matrix, the performance of a classification 
system can be analyzed in detail including identifying 
where classification errors occur. This technique is a 
simple yet effective method to measure the performance 
of a classification system. The following is an illustration 
of the confusion matrix shown in Table 5. 

 

Table 4. Architecture Configuration of Bidirectional 
Long Short-Term Memory (BiLSTM) Model. 

Layer Parameters 

Embedding 

input_dim: vocabulary size 

output_dim: embedding 
dimension (100) 

weights: pre-trained embedding 
matrix 

input_length: input length 
(number of tokens per tweet) 

trainable: False 

SpatialDropout1D rate: 0.2 

Bidirectional LSTM 

units: 100 (for each direction) 

dropout: 0.2 

recurrent_dropout: 0.2 

Dense 

units: 3 (number of sentiment 
classes) 

activation: softmax 

Model Compilation 

loss: 
sparse_categorical_crossentropy 

optimizer: Adam 

metrics: accuracy 

 

Table 5. Confusion matrix for negative, neutral, and 
positive sentiment classification. 

Confusion Matrix 
Prediction 

Positive Neutral Negative 

Actual 

Positive 
True 

Positive 
(TP) 

False 
Neutral 
(FNeu) 

False 
Negative 
(FNeg) 

Neutral 
False 

Positive 
(FP) 

True 
Neutral 
(TNeu) 

False 
Negative 
(FNeg) 

Negative 
False 

Positive 
(FP) 

False 
Neutral 
(FNeu) 

True 
Negative 
(TNeg) 

 

The confusion matrix used in this study classifies 
sentiments into three categories, namely positive, neutral, 
and negative. In this context, True Positive (TP) refers to 
the number of data that belong to the positive category 
and are correctly classified by the system. True Neutral 
(TNeu) indicates the amount of data that are actually 
neutral and are accurately identified as such, while True 
Negative (TNeg) refers to the number of data from the 
negative category that are correctly classified. On the 
other hand, False Positive (FP) describes the amount of 

data that are actually not positive, such as neutral or 
negative, but are incorrectly classified as positive by the 
system. False Neutral (FNeu) refers to data from the 
positive or negative category that are misclassified as 
neutral. Lastly, False Negative (FNeg) represents the 
number of data that come from the positive or neutral 
category but are wrongly predicted as negative. This 
detailed breakdown provides a more comprehensive 
evaluation of model performance by identifying specific 
areas where misclassification occurs. To calculate the 
accuracy, precision, and recall values, the formulas 
formulated in Eq. (4), Eq. (5), Eq. (6), and Eq. (7) are 
used. 

𝑇𝑜𝑡𝑎𝑙 = TP + FNeu + FNeg + FP + TNeu + FNeg +
                     FP + FNeu + TNeg   (4) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 
TP+TNeu+TNeg

Total
  (5) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
TP

TP+FP+FP
   (6) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FNeu+FNeg
   (7) 

 
3. RESULTS  

In this study, the evaluation results of sentiment analysis 
related to monkeypox using BiLSTM were presented with 
a comparison of three word embedding methods, namely 
Word2Vec, FastText, and GloVe. The evaluation was 
conducted to determine which model provided the highest 
accuracy among the three word embedding methods. The 
evaluation results included performance metrics such as 
accuracy, precision, recall, and F1-Score for each model 
tested. The research results regarding the performance of 
each word embedding with the BiLSTM algorithm were 
shown in Table 6. 

 

Table 6. Performance metric results of Word2Vec, 
GloVe, and FastText using BiLSTM. 

 Model 

Perfomance Metrics 

A
c
u

ra
c
c
y

 

P
re

c
is

io
n

 

R
e
c
a
ll

 

F
1
-S

c
o

re
 

B
iL

S
T

M
 Word2Vec 0.886 0.887 0.886 0.886 

GloVe 0.874 0.875 0.874 0.874 

FastText 0.898 0.898 0.898 0.897 

 

The evaluation results in Table 6 showed that the 
BiLSTM model with FastText embedding achieved the 
highest performance in terms of accuracy, precision, 
recall, and F1-score. These metrics were important in 
sentiment analysis for public health issues such as 
monkeypox. Accuracy provided a general measure of the 
model’s correctness, while precision ensured that the 
classified sentiment (positive, negative, or neutral) was 
relevant and not misleading, especially important in 
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preventing the spread of misinformation related to 
disease outbreaks. Recall reflected the model's ability to 
identify all relevant sentiments, which was crucial for 
comprehensively capturing public opinion. F1-score, as 
the harmonic mean of precision and recall, offered a 
balanced indicator of model performance and was 
particularly useful in cases with class imbalance. Overall, 
these four metrics provided a reliable framework for 
evaluating the model's ability to support sentiment-based 
health information analysis. Fig. 7 shows the performance 
comparison of the three word embedding models. 

 

 

Fig. 7. Performance comparison of Word2Vec, 
FastText, and GloVe word embedding methods. 

 

 

Fig. 8. Visualization of confusion matrix from the 
result of applying Word2Vec using BiLSTM model. 

 

4. DISCUSSION  

This research used tweet data related to monkeypox to 
compare several word embedding methods, namely 
Word2Vec, FastText, and GloVe, using the BiLSTM 
algorithm. Each word embedding method used a vector 
dimension size of 100. The tweet data used in the 
research had gone through a manual labeling process to 

determine the sentiment of each tweet namely positive, 
negative, and neutral. After labeling, the data also 
underwent a preprocessing stage which included data 
cleaning, case folding, tokenization, stopword removal, 
and stemming. This process aimed to clean the data from 
irrelevant elements and homogenize the text format to 
make it easier to be processed by the model. Next, the 
data was divided into two parts, 80% (1208 data) for 
training data and 20% (302 data) for testing data. This 
division aimed to ensure that the model could be optimally 
trained and objectively tested.  

Based on the research results, a confusion matrix was 
obtained that illustrated the differences in model 
performance in classifying negative, neutral, and positive 
sentiments. In the Word2Vec method, the BiLSTM model 
was able to classify sentiment quite well, although there 
were still some misclassifications. In Fig. 8, 358 negative 
data were classified correctly, while 24 negative data were 
mispredicted as neutral and 17 as positive. For neutral 
sentiment, there were 428 correctly classified data, but 51 
data were wrongly predicted as negative and 33 as 
positive. Meanwhile, for positive sentiment, 552 data were 
correctly classified, but 27 data were incorrectly predicted 
as neutral and 20 data as negative. These results show 
that the model has high accuracy, but still has difficulty 
distinguishing neutral sentiment from other categories, 
which may be caused by context similarity or ambiguity in 
sentiment expressions in the tweet data.  

In the GloVe method, the BiLSTM model was able to 
classify the sentiment quite well, although there were still 
a number of misclassifications. In Fig. 9, 344 negative 
data were classified correctly, while 39 negative data were 
mispredicted as neutral and 16 as positive. For neutral 
sentiment, there were 444 correctly classified data, but 29 
data were incorrectly predicted as negative and 39 as 
positive. As for the positive sentiment, 532 data were 
classified correctly, but 53 data were wrongly predicted as 
neutral and 14 data as negative. 

 

 

Fig. 9. Visualization of confusion matrix from the 
result of applying GloVe using BiLSTM model. 
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Fig. 10. Visualization of confusion matrix from the 
result of applying FastText using BiLSTM model. 

 

Meanwhile, the FastText method shows the best 
performance compared to the previous two methods, 
Word2Vec and GloVe. In Fig. 10, 361 negative data were 
correctly classified, while 25 negative data were 
incorrectly predicted as neutral and 13 data as positive. 
For neutral sentiment, there were 441 correctly classified 
data, but there were still 40 data that were wrongly 
predicted as negative and 31 data as positive. For positive 
sentiment, the model successfully classified 554 data 
correctly, while 31 data were incorrectly predicted as 

neutral and 14 data as negative. One of the reasons why 
FastText shows the best results is because of its ability to 
capture sub-word information. Unlike Word2Vec and 
GloVe, which represent words as a single unit, FastText 
breaks words into multiple n-grams of characters, so it can 
recognize word meanings that have never been seen 
before. This is especially helpful in the context of social 
media like Twitter, which tends to have many variations in 
spelling, abbreviations, or typos. For example, variations 
in the writing of “cacar monyet” such as cacrmonyet, 
cacar_monyet, or other forms can still be recognized by 
FastText because the model understands the internal 
structure of words. This ability makes FastText better at 
capturing the nuances of sentiment, especially in words 
that rarely appear or are uncommon. 

Based on the confusion matrix results, it can be 
concluded that the FastText method combined with the 
BiLSTM model provides the best classification 
performance in this study, with an accuracy of 89.8% as 
shown in Table 7. This finding is in line with several 
previous studies that have also shown the effectiveness 
of combining deep learning models and embedding 
methods in sentiment analysis tasks. For example, 
Iparraguirre-Villanueva et al. [39] used a CNN-LSTM 
hybrid model to analyze public sentiment towards the 
monkeypox virus based on Twitter data, and obtained an 
accuracy of 83%. Cai et al. [40] used a combination of 
BERT-BiLSTM to analyze investor and consumer 
sentiment in the energy market, with accuracy results 
reaching 86.20%. Furthermore, Saha et al. [41] applied 
Deep RNN-based LSTM architecture for sentiment 

 

Table 7. Comparison of performance metrics results with previous research. 

Study Method & Model Accuracy (%) Precision Recall F1-Score 

Iparraguirre-Villanueva et al. 
[39] 

CNN-LSTM 83% - 85% 83% 

Cai et al. [40] 

BERT 85.59% 57.96% 55.76% 56.84% 

BiLSTM 77.75% 16.34% 7.47% 10.25% 

BERT-BiLSTM 86.20% 57.70% 70.78% 63.57% 

Saha et al. [41] 

Naïve Bayes 78% 77% 81% - 

SVM 77% 75% 79% - 

Decision Tree 74% 73% 74% - 

LSTM + 1-gram 81% 77% 82% - 

LSTM + CBOW 83% 81% 81% - 

LSTM + Skip-gram 83% 79% 80% - 

LSTM + Context Encoder 85% 83% 84% - 

Afuan and Hidayat [17] 
SVM +TF-IDF 72% 81% 72% - 

SVM + FastText 73% 81% 73% - 

This Study (2025) 

BiLSTM + Word2Vec 88.6% 88.7% 88.6% 88.6% 

BiLSTM + GloVe 87.4% 87.5% 87.4% 87.4% 

BiLSTM + FastText 89.8% 89.8% 89.8% 89.7% 
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analysis of Bengali-language political news and achieved 
an accuracy of 85%, outperforming other methods such 
as Naive Bayes, SVM, and Decision Tree. In addition, 
Afuan et al. [17] used the Support Vector Machine (SVM) 
algorithm to analyze public sentiment towards the 
Kampus Merdeka program, by comparing two feature 
extraction methods, namely TF-IDF and FastText. As a 
result, the FastText model obtained 73% accuracy, while 
TF-IDF was 72%. Although these studies showed good 
performance, the approach in this study using FastText 
and BiLSTM resulted in a higher accuracy of 89.8%. This 
improvement most likely stems from BiLSTM's ability to 
understand context in depth, as well as FastText's 
advantage in sub-word-based word representation, which 
is particularly effective for handling the informal and 
diverse language commonly found on social media 
platforms. 

Despite the excellent results obtained, this study still 
has some limitations that need to be considered. One of 
them is the use of a limited vector dimension of 100. 
Although this dimension was quite representative for the 
purposes of this analysis, the representation of word 
meaning can be deeper if higher dimensions are used, 
although of course it requires more computational 
resources. In addition, the amount of data used in this 
study was also relatively small, with only 1510 tweets for 
training and testing, which may have affected the model's 
ability to generalize, especially when applied to more 
diverse data or on a larger scale in the real world. The 
possibility of bias in the manual labeling process was also 
a factor to consider, as it could have affected the accuracy 
and validity of the model. 

Furthermore, the use of data from social media such 
as Twitter also raises broader implications regarding 
representation and potential bias. Platforms like Twitter 
tend to represent certain segments of the population, such 
as users who are younger, tech-savvy, and tend to be 
more vocal in voicing opinions in the digital public sphere. 
This can lead to sampling bias that affects the 
representativeness of the sentiment distribution in the 
data. In addition, social media content is informal and 
highly contextual, with the use of sarcasm, slang, or a mix 
of languages, which poses challenges for manual labeling 
and automatic classification. These biases may limit the 
model's ability to generalize beyond the current dataset, 
especially when applied to different populations or 
platforms. Future research should consider integrating 
more diverse data sources and applying bias mitigation 
approaches, such as user profiling, contextual analysis, 
or fairness-aware modeling approaches. 

The findings of this study make an important 
contribution to the development of sentiment analysis 
models, particularly in the selection of optimal word 
embedding methods for unstructured text data such as 
tweets. This result shows that the selection of the right 
word representation can have a significant impact on the 
accuracy of the model, so it can be a reference for further 
research in the field of natural language processing 
(NLP). In addition, these findings have broad potential 
applications, especially in assisting policy makers in the 

field of public health. By utilizing deep learning-based 
sentiment analysis of public conversations on social 
media, authorities can gain real-time insight into public 
perceptions of health issues such as monkeypox. This 
information can be used to design more effective 
communication strategies, increase public awareness, 
and develop more responsive and data-driven 
intervention policies. 

 

5. CONCLUSION  

Based on the research results, three word embedding 
methods Word2Vec, FastText, and GloVe were evaluated 
using the BiLSTM algorithm for sentiment analysis related 
to monkeypox. The dataset used was 1511 tweets that 
had been collected through the crawling process on 
Twitter, then manually labeled into three sentiment 
categories namely positive, negative, and neutral. 
Furthermore, the data was processed through a 
preprocessing stage which included data cleaning, case 
folding, tokenization, stopword removal, and stemming. 
After the process, the final data amounted to 1510 tweets. 
The model was evaluated using accuracy, precision, 
recall, and F1-Score metrics. The results showed that 
FastText with BiLSTM gave the best performance with 
89.8% accuracy, 89.8% precision, 89.8% recall, and 
89.7% F1-Score. Word2Vec produced 88.6% accuracy, 
88.7% precision, 88.6% recall, and 88.6% F1-Score. 
Meanwhile, GloVe obtained an accuracy of 87.4%, 
precision 87.5%, recall 87.4%, and F1-Score 87.4%. 
FastText proves to be more effective in capturing the 
meaning of words with more complex contexts, especially 
in reducing the misclassification of negative and positive 
sentiments. The results of this study confirm that choosing 
the right word embedding method has a significant 
influence on improving accuracy in sentiment analysis. 
However, this study still has some limitations that need to 
be considered. One of them is the relatively small dataset 
size, which may limit the model's ability to generalize to 
more varied data. In addition, the dimension of the 
embedding vectors used is also limited, which may limit 
the model's capacity to capture more complex semantic 
representations. The manual labeling process also has 
the potential to contain subjective bias, especially in 
distinguishing between neutral and negative or positive 
sentiments which are often ambiguous. For this reason, 
future research is recommended to use a larger and more 
diverse dataset, both in terms of number and variety of 
content. In addition, future research directions could also 
explore the use of more sophisticated models such as 
BERT, GPT, or other transformer-based approaches that 
have been shown to excel in understanding sentence 
context in depth. Semi-supervised or active learning 
approaches can also be considered to improve the quality 
of data labeling with more focused human intervention. 
Furthermore, it would be relevant to explore the 
applicability of hybrid models or test the effectiveness of 
these approaches on other health issues beyond 
monkeypox, such as COVID-19, air pollution, or 
vaccination issues. It is important to see to what extent 
the findings in this study can be generalized to different 
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types of public health crises. By doing so, this research is 
expected to become a broader reference in the 
development of real-time health issue monitoring systems 
based on sentiment analysis, especially in understanding 
public perceptions on social media. 
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